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Proof:
Can we improve on this further?
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$\log ^{*}(n)$, the iterated logarithm, satifies $\alpha(n) \leq \log ^{*}(n)$, but still $\log ^{*}\left(10^{80}\right)=5$.
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Data Structure is essentially optimal! (for more details see CLRS)
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## Union by Rank with Path Compression (1800 additional FindSet)



## Overview

|  | Union by Rank | Union by Rank <br> \& Path Compression |
| :---: | :---: | :---: |
| 300 MAKESET \& 300 UNION | 2.12 | 1.75 |
| 100 extra FINDSET | 2.12 | 1.53 |
| 200 extra FINDSET | 2.12 | 1.35 |
| 300 extra FINDSET | 2.12 | 1.22 |
| 600 extra FINDSET | 2.12 | 1.08 |
| 900 extra FINDSET | 2.12 | 1.02 |
| 1200 extra FINDSET | 2.12 | 1.01 |
| 1500 extra FINDSET | 2.12 | 1.00 |
| 1800 extra FINDSET | 2.12 | 0.98 |

