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ABSTRACT tracking, the direction of movement of a real world pheno-
To manage high volume and faulty sensor data requires canegtnt fil- menon has to be detected, thus, temporal ordering of events
tering, aggregation and correlation over time and spacesiarbgeneous  Originating from different devices has to be determined: Th
network environments. Event management is a multi-stepatipa from event can also be triggered by real world phenomena. Neit-
sources to final subscribers, combining information ctdiédy wireless her logical time nor classical physical clock synchrorimat
devices into higher-level information or knowledge. Temgd@rdering in algorithms may be useful.

real-time is a critical aspect in such environments (e ljeat tracking). In Multimedia synchronization for real-time tele-conferamy;

this paper, we discuss issues on temporal ordering of selasar and distributed network gaming require precise timing in

distributed environments. When applications, such asivirt
al reality, require high precision tracking, the existing s
stems provide such precision through expensive infrastruc
ture and hardware. For example, the Active BAT system [2]
at Cambridge University requires an high accuracy and real-
time tracking system. The timestamp is derived from a Glo-

EMERGENCE OF WSN

A rapid increase of event monitoring capability by wireless
devices brought a further evolution in ubiquitous compgttin
This new paradigm is about networked microprocessors em-

bedded in everyday objects surrounding us, talking to each O
other over wireless links. Wireless Sensor Networks (WSNSs) bal Clopk Generator (GCG), which is a hardware clock tha}t
sends ticks to every component of the system over a serial

revolutionise information gathering and processing. An im link. When a location is computed, the location message is

portant issue is that the sensed data need to be filtered, cor:. ; T
related, and managed at the right time and place when the fimestamped using GCG. The GCG delay is in the order of

Ymicroseconds (speed of light), and the slowest part of the sy

flow over heterogeneous network environments (e.g., from ; "
WSNSs to Peer-to-Peer systems in the Internet). Event ma-Stem IS waiting for ultrasound to propagate (speed of sound,
100 million times slower) after a position is requested but

nagement will be a multi-step operation from event sources before a position can be calculated. This delay is used to

to final subscribers, combining information collected by wi : .
reless devices into higher-level information or knowledge measure the distance between the BAT and the receiver at the
eiling. Once the location is calculated, the message then h

Thus, middleware takes an important task to manage senso ; e
data over global distributed systems. fo travel up to the tracking system (order of milliseconds).

Most extant approaches to define event correlation lack a diffilcr:]u?tevr\}i?rr\%lu?[rgerllcr)]ga(le\glagéi Irl:A%IrségsgﬁeVSheennwsranmoer?ias IS
formal mechanism for complex temporal relationships amon g ' pp 9

correlated events. In [8], we introduced an unified semantic gtmhg S(;(;ménurlycztlgg o?%ile; O:ssl}?\;?/ﬁgggﬁarwr?;%iggaﬁlr%rg’s
definition for event correlation, which combines traditbn ge propag y )

event composition and data aggregation in WSNs. Its focussﬁggb?erd?rﬂﬁi bt?rﬁzgtgrm t?g?ﬁg&?ggrmpg}gﬁg Isshgglt dagé
is on supporting time issues such as temporal ordering, du-P ' H P

plication handling, and interval-based semantics, espgci used for correlation. In existing systems, the sgmantics of
for wireless network environments. In this paper, we discus event order often depends on the application logic. Even the

issues on temporal ordering of sensor data and introduce ouii&?lgrdee? ﬁ;lr%rl:ﬂgsssezisgs,ieoiegllgii (]]é\ﬂtﬁ)ré);clj)ggu&rgg;etshﬁe
interval-based timestamp approach. ' 9

handles message passing.

TEMPORAL ORDERING Tempora[ ordering of events is hjghly influenced by the
event detection method, timestamping methods and under-
lying time systems. For real-time support, a common solu-
tion in wired networks provides a virtual global clock that
bounds the value of the sum of precision and granularity wi-
thin a few milliseconds. Network Time Protocol (NTP) is
an Internet standard for real-time mechanism. The NTP ser-
vers are synchronised by the external time sources typicall
using GPS. The NTP allows for assignment of real-time ti-
mestamps with given maximal errors. However, in open dis-
tributed environments, not all servers are interconnested
event ordering based on NTP may lead to false event detec-

Temporal ordering in real-time is a critical aspect for @ven
correlation in wireless networks. The context of real-time
this paper is the time of a real event occurrence. For object



Ts = Tx + (Px0+...Px4) + (Nx1+...Nx5)

tion. Interval-based time systems define event order basi—5—
on intervals. In [4], timestamps of events can be related t %~ N ED e GBI L=T
the global reference time with bounded accuracy and eve ;/ o Process time N3
timestamps are modelled using accuracy intervals. They u: Ny2 N: Network Delay e
NTP that provides reference time injected by GPS time se o TGl
ver and in addition return reliable error bounds. =2 ource NG
In WSNSs, transmission delay introduces several hun cource

dreds of milliseconds by MAC layer at each hop, thus NTF
is only suitable for applications with low precision deman-
ds. In [5] GPS based virtual global clock that is used for ti-  per million (ppm) corresponds to 1 second in 11.5 days.
mestamping events is presented deploying a similar conce

of 2g-precedence (see [7]). Without the existence of GP{ The process time includend Time, Access Time, andRe-
there is no mean to synchronise the clocks of all the node  cejve Time described in [3], and essentially it is an overhead
in a deterministic faSh_Ion. Post-facto SynCh!‘Ol’_llzatIO]‘I?él ) between app"cation |ayer and MAC |ayer_ ThUS, the propo-
based on unsynchronised local clocks but limits synchroni- sed mechanism can be coordinated with MAC layer to elimi-
sation to the transmit range of the mobile nodes. This model hate a calculation overhead. This approach does not require
requires continuous message exchange even if no significangn additional message for time synchronisation. An ultémat

event may be reported. In WSNs, energy consumption hasprecision depends on the hop count of the route and on the
to be considered, and on-demand based approaches may ftgta| routing time.

better. For example, in [6], they take a similar approach of
unsynchronised clocks. The idea of the algorithm is not to CONCLUSION AND FUTURE WORKS
synchronise the local computer clocks of the devices but in-

stead to generate imestamps from a local clock. When S.UChsupports an open platform for wireless sensor data manage-
locally generated timestamps are passed between device

they are transformed to the local time of the receiving devi- ‘nent over heterogeneous network environments. Integrati-
ce on of event cqrrelatlon will brmg the system onto th(_a next
.In many real world scenarios, wireless networks may be level, performing data aggregation and dlstnbutlng fd_tbr
. ' S data based on contents. Our event correlation semanties sup
deployed with relay nodes to Internet backbones; it is pos-

) orts a new paradigm, where more sophisticated event cor-
sible th_at relay nodes can connect to GPS. That _makes_ YSelation over time and space is required on monitored events
reconsider the use of GPS in distributed systems including,\ireless sensor devices. Temporal ordering of sensor da-
wireless network environments in spite of GPS not being ta is a critical piece of information for applications. We ar

ﬁ?'thab Ioewfgrrcuosr?shnma t'%rggnc(lﬂise (r); smraér(; ﬁﬁg'gfe:i drl:tetéosg_sworking on the complete implementation including various
gh p P q 9 timestamping environments.

tellites. GPS may be the key for providing accurate time ad-

justment at certain nodes where they are less resource ConSAcknowledgement. This research is funded by EPSRC (En-

trained within wireless ad hoc networks. Thus, we propose a__: ; ; ; ;
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Lightweight Local Clock Propagation: is on-demand ba-
sed timestamp synchronisation. Fig.1 shows the operation
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Fig.1: Lightweight Local Clock Propagation

Our goal is providing a generic middleware architecture tha



