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Abstract. Round trip times (RTTs) play an important role in Internet measure-
ments. In this paper, we explore some of the ways in which routing policies im-
pact RTTs. In particular, we investigate how routing policies for both intra- and
inter-domain routing can naturally give rise to violations of the triangle inequality
with respect to RTTs. Triangle Inequality Violations (TIVs) might be exploited
by overlay routing if an end-to-end forwarding path can be stitched together with
paths routed at layer 3. However, TIVs pose a problem for Internet Coordinate
Systems that attempt to associate Internet hosts with points in Euclidean space
so that RTTs between hosts are accurately captured by distances between their
associated points. Three points having RTTs that violate the triangle inequality
cannot be embedded into Euclidean space without some level of inaccuracy. We
argue that TIVs should not be treated as measurement artifacts, but rather as nat-
ural features of the Internet’s structure. In addition to explaining routing policies
that give rise to TIVs, we present illustrating examples from the current Internet.

1 Motivation

Since round trip times (RTTs) play an important role in Internet measurements, it is
important to have a good understanding of the underlying mechanisms that give rise
to observed values. Measured RTTs are the result of many factors — “physical wire”
distance, traffic load, link layer technologies, and so on. In this paper, we explore a
class of factors that are often ignored — the ways in which routing policies can impact
minimum RTTs.

In particular, we investigate how routing policies for both intra- and inter-domain
routing can naturally give rise to violations of the triangle inequality with respect to
RTTs. The existence of Triangle Inequality Violations (TIVs) impact two areas of cur-
rent research, one positively, and the other negatively. For overlay routing [1], TIVs
represent an opportunity that might be exploited if the layer 3 routed path can be re-
placed with one of lower latency using a sequence of routed paths that are somehow
stitched together in the overlay. On the other hand, TIVs pose a problem for any Inter-
net Coordinate System (ICS) [2–8] that attempts to associate Internet hosts with points
in Euclidean space so that RTTs between hosts are accurately captured by distances be-
tween their associated points. The problem is simply that any three points having RTTs
that violate the triangle inequality cannot be embedded into Euclidean space without
some level of inaccuracy, since their distances in Euclidean space must obey this in-
equality. We feel that current work on Internet Coordinates too often treats TIVs as
measurement artifacts, either ignoring them entirely or arguing that they are not impor-
tant. We have come to the opposite conclusion — we feel that TIVs are natural and



persistent features of the Internet’s “RTT geometry” and must somehow be accommo-
dated. We illustrate how TIVs can arise from routing policies and present illustrating
examples from research networks in the Internet. Our measurement results are consis-
tent with those reported in PAM 2004 [9], and indicate that the commercial Internet is
even more likely to exhibit such policy-induced TIVs.

2 A Bit of Notation

A metric space is a pair � �����	��
� where � is a set equipped with the distance
function 
���������� . For each ��������� the distance between � and � is 
���������� ,
which satisfies the properties, for all ����� �"!��#� ,

(anti-reflexivity) 
����������$�&% if and only if �'�(� ,
(symmetry) 
)�*�)�+�,�$�-
)�.� �/�0� ,
(triangle inequality) 
)�*�����,�213
)�*���/!��546
���!7�+�,� .
A quasi-metric space �8�9�$
:� satisfies the first two requirements of a metric space, but
the triangle inequality is not required to hold. This paper argues that Internet RTTs
naturally form a quasi-metric space, with routing policies being an important, but not
sole, factor in the violation of the triangle inequality.

A Triangle Inequality Violation (TIV) is simply a triple �*�)��� �;!<� that violates the
triangle inequality. It is not hard to see that for any TIV, there must be one edge that is
longer than the sum of the other two edges.

Suppose that �>=#�?���@=7��
0=,� is a quasi-metric space, and �BA	�?�8�CAD�E
FA � is a
metric space. Every one-to-one function G from �H= to �CA naturally defines a metric
space called the embedding of �3= in �6A under G , defined as G/�*�JIK���L�*G/�8�M=<�N�$
:AK� .
We normally abuse terminology and simply say that G embeds �#= into �CA , We will be
interested in the case where � = is a finite set, � A is �@O with the standard notion of
Euclidean distance, 
:A:�8P5�5QR�$�TSNPCUVQWSE�YX Z =N[�\�[ O �8P�\WUVQD\*� A .

The number of possible embeddings is quite large. In addition, the accuracy of an
embedding can be measured in various ways, as is outlined in [10]. In this paper, we
will not focus on any particular embedding, nor on any particular notion of accuracy.
We simply note that any TIV embedded into Euclidean space must involve some “dis-
tortion” since the triangle inequality will hold on the embedded points. Although one
might attempt to embed RTT distances into a non-Euclidean space (such as [11]), by
far the most common techniques are Euclidean.

3 Routed Paths vs. Round Trip Time

Most data paths are determined by dynamic routing protocols that automatically update
forwarding tables to reflect changes in the network. Dynamic routing never happens
without some kind of manual configuration, and we will refer to routing protocol con-
figuration as implementing routing policy. The Internet routing architecture is generally
described as having two levels [12] — Interior Gateway Protocols (IGPs) are designed
to route within an autonomously administered routing domain, while Exterior Gateway



Protocols (EGPs) route between such domains. In this section we explore the ways in
which routing policies can give rise to data paths that violate the triangle inequality with
respect to delay.

Intra-domain routing is typically based on finding shortest paths with respect to con-
figured link weights. The protocols normally used to implement shortest path routing
are RIP, OSPF, or IS-IS. We note that Cisco’s EIGRP [13] presents a slightly more com-
plex routing model, and in addition some networks actually use BGP for intra-domain
routing. Nevertheless, for simplicity we will investigate here only how shortest path
routing can give rise to TIVs.

In order for there to be no TIVs in shortest path routing, the link weights must be
consistent with the actual link delays. However, delay is just one of the many competing
demands in the design of intra-domain routing. So the disagreement between the link
weight assignment and the actual link delay will cause structural TIVs in the intra-
domain case.

We now consider how inter-domain routing can introduce triangle inequality viola-
tions (TIVs).
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Fig. 1. Nodes 1, 2 and 3 form a TIV due to Hot
Potato Routing. The numbers on the edges rep-
resent link propagation delay.

Fig. 2. Nodes ] and ^ share a “private peering
shortcut” that cannot be used to transit traffic
between nodes ^ and _ .

Hot potato routing [14] refers to the common practice of sending inter-domain traf-
fic towards the closest egress point. Consider two ASes presented as large ovals in
Fig. 1. We inspect the “triangle” formed by nodes ` , a , and b . The upper AS has two
egress points, c and d , the first of which is closer to node ` , while the second is closer
to node a . Node b is in the lower AS and is closer to egress e . Note that hot potato
routing will result in asymmetric routing between nodes a and b . Traffic from b to `
and a will always exit the lower AS at egress point e , whereas traffic from a to b will
exit the upper AS at egress point d . The distance matrix for the nodes ` , a , and b , all
calculated as “round trip” distance, is f `Ba�b` g�hjia h-gY`Kbb ik`<b&g
Here we see that `Kbml f)n a0o"bFp2q f)n a0o�` pWr f�n `Fosb:p$lt`Ka , and so this represents a TIV.

Lest the reader think that the problem is asymmetric routing alone, we now show
how economic relations between networks can give rise to TIVs even when routing is



symmetric. Private peering links are common routing shortcuts used to connect ISPs.
Fig. 2 presents five ASes, the upper AS representing a large transit provider, the middle
two ASes representing smaller providers, and the lower two ASes representing cus-
tomers. The directed arrows represent customer-provider relationships pointing from a
provider to a customer. The bi-directional arrow between the lower ASes represents a
private peering [15] link. This link transits only traffic between the lower two ASes,
and is not visible to the providers above. (This type of peering is very common on the
Internet.) Traffic between nodes u and v uses this link for a round trip path cost of v .
Traffic between nodes w and u goes through border router x for a round trip path cost ofy

. However, traffic between nodes v and w must go up and down the provider hierarchy
for a round trip path cost of 28!. Here we see that vDzm{(|�}*v0~"wF�2�3|)}.v0~�u �:��|)}�uD~sw:�${-� ,
so this represents a TIV.

TIV can also be caused by traffic flowing through three independent AS paths be-
tween a triple of nodes, where at least some AS along one path is not in the other two
paths. This usually happens due to multi-homing [16] and because peering relationship
is a bilateral agreement and typically not transitive [17]. In this case, there is absolutely
no reason to believe that triangle inequality must hold. We will see some examples of
this type of TIV in section 4.

In fact, the interaction between inter-domain and intra-domain routing can also in-
troduce TIVs. This type of TIV applies to the majority of systems that use end-to-end
measurement results. This interaction often makes it very difficult to classify the root
cause of an observed TIV.

The current inter-domain routing protocol, BGP, conveys only AS-level paths infor-
mation. Nothing is learned about the actual router-level path within an AS. Therefore,
when BGP makes a decision based on the shortest AS path, nothing can be inferred
about the actual router-level path. An example of this is shown in Fig. 3.
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Fig. 4. A TIV caused by the interaction between
hot-potato routing and intra-domain TIV.

More complicated interactions are also possible. Fig. 4 shows an example of a TIV
caused by both hot-potato routing and intra-domain TIV. Routers �:u , ��v and � w form
an intra-domain TIV, and AS1 uses hot-potato routing between egress points � and �7v ,
and � and �7w . So the path between � and � ( �+�7w��u�� ) exhibits a much longer RTT than
the paths between � and � , and � and � ( �M�7vC�:u�� ). We can see that sometimes the
intra-domain behavior of the intermediate AS may change the existence of TIV through
interaction with inter-domain routing.



4 Case Study: The Global Research and Education Network
(GREN)

We define GREN (c.f. [9]) to be all the Autonomous Systems reachable from the Abi-
lene network (AS11537), because we can reach almost all the research and education
networks in the world from Abilene, and Abilene has no direct upstream commercial
provider [18]. Fig. 5 illustrates the connectivity of most component networks of GREN.
We study GREN instead of the commodity Internet because GREN is a relatively more
open and transparent network, and we can understand its global structure more easily.
In addition, a large percentage of PlanetLab nodes are hosted in GREN networks.
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Fig. 5. The connectivity of most component networks of GREN.

We take a BGP table dump (on 19 July 2004 at 12:00 GMT) from Oregon Internet
Exchange (OIX), a RouteViews server which directly peers with Abilene, and study
how GREN is inter-connected. We observe that quite a few commercial ASes are in-
volved to glue together bits of GREN. According to the BGP behavior of each AS,
we were able to classify all the 1203 GREN ASes into 30 commercial ASes and 1173
research ASes (details omitted). The particular reasons for ‘leaking’ these commercial
ASes into GREN are still under further investigation, although we have seen that some
are leaked in for very legitimate reasons.

4.1 Examples of Internal TIVs

We obtained the router-level topology [19] and IS-IS weights from a monitor box inside
the GEANT backbone (the multi-gigabit pan-European research network managed by
DANTE), as shown in Fig. 6. We also measured the minimum RTT values between all
pairs of GEANT backbone routers using their looking glass interface [20]. The RTT
measurements are taken 100 times for each pair (50 times starting from each end of the
pair), and the minimum is used in our calculations. Our goal in this experimental work
is to study the structural causes of TIV, therefore we take the minimum measurement to
avoid biases in the results due to high variations in RTTs. The measurements are spread
out into an 8 hour period, both to smooth out the variations in RTT caused by network
conditions, and for rate limiting purposes. The experiment is repeated three times a day
for a week from 12 August 2004 to 18 August 2004, so we had 21 RTT matrices. There
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Fig. 6. The topology of GEANT backbone. Thick lines represent OC-192 10Gbps fast backbone
links, and other lines represent slower links of various speeds. The numbers in the circles repre-
sent the IS-IS weights assigned to the links.

are 23 backbone routers in the GEANT AS, so each matrix is 23x23 in size. We then
obtained the final RTT matrix by taking the minimum measurement of each pair. Out of
all the 1771 distinct triangles formed by triples of backbone routers, we observed 244
TIVs . This represents a significant 13.8% TIV inside the GEANT network.

When examined closely, it is observed that the TIVs in the GEANT network are
mainly caused by the link weights disproportional to the link delay. For example (see
Fig. 7), Slovakia has two OC-48 links to Czech Republic and Hungary, respectively.
But their purpose is just to provide access for the Slovakia SANET, not to transit traffic
between Czech and Hungary. So the weights on these two access links are intentionally
set quite high, so that the traffic from Czech to Hungary would go via an alternative
path through Germany and Austria, where the links are backbone OC-192 links with
lower weights. When we look at the RTTs between the three nodes, however, the RTT
between Czech and Hungary is much larger than the sum of the other two RTTs, causing
a TIV.
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Fig. 7. An example TIV inside the GEANT network.

We then looked at the Abilene network. Abilene publishes their router configuration
files online [21], so we obtained their router-level topology and IS-IS weights from their
website, as shown in Fig. 8. To verify that their published configuration file is up-to-
date, we ran traceroute between directly connected nodes to see that every configured
link is actually operational. The configuration data matches very well with the verifica-



tion. We then run the same measurements to collect the minimum RTT data between
all pairs of Abilene backbone routers for the same whole week. Each measurement run
takes around 8 hours, so we ran the experiments 3 times per day from 12 August 2004
to 18 August 2004, and obtained 21 matrices. There are only 11 backbone routers in
Abilene, so each matrix is 11x11 in size. The minimum RTT between each pair of nodes
is then taken to compute TIVs. We observed 5 TIVs out of all the 165 triangles. This
represents 3.03% TIV inside the Abilene network.
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Fig. 8. The topology of Abilene, an Internet2 high-performance backbone network. Thick lines
represent OC-192 10Gbps fast backbone links, and thin lines represent slower OC-48 links. The
numbers on the links represent the IS-IS weights assigned to the links. Where there is a secondary
backup link between two nodes, the IS-IS weight of the backup link is shown in brackets.

We learned from the Abilene operators that the link weights are assigned accord-
ing to geographic distance. As geographic distance is in a Euclidean space, we should
expect the triangle inequality to always hold. The reality is, however, that even in an ide-
ally designed network like this, TIV can still occur. On close inspection, we can see that
all the TIVs are caused by traffic flowing through independent paths between the triple
of nodes (e.g. between Indianapolis, Atlanta and Washington). Although geographically
the path is shorter, behavior of the intermediate routers (e.g. load, processing delay, pri-
ority of traffic, or queuing delay) can affect the end-to-end RTT measurement. However,
compared with GEANT, the violations are much less significant in terms of the � metric
(defined in [9] as ��� � .¡�¢¤£E¥�¦$§3¥�¨ª©6¥.«5§V¬�s� , where ¨ , « and ¬ are the three edges of
the triangle and ¨ is the longest edge), as shown in Fig. 9.

4.2 Examples of External TIVs

To illustrate the effect of hot-potato routing on TIV, we picked three PlanetLab nodes
from JANET (UK), BELNET (Belgium) and NYSERNet (USA), respectively. We run
traceroute from each node to the other two nodes to construct the exact path taken by
data packets, as shown in Fig. 10. Here we use solid lines to represent a single direct
link, and dotted lines to represent a few hops in the middle. We abstract out only the im-
portant routers along the paths. We can see that because of hot-potato routing, the traffic
from node ® to GEANT always goes through the New York router in Abilene. Similarly
the GEANT network uses hot-potato routing as well for traffic going to Abilene. The
primary link that is causing the problem in this case is the link between NL in GEANT
and Chicago in Abilene. This link has a much longer RTT than the NY-to-NY peering
link, but is preferred in hot-potato routing to route traffic from NL to Abilene. The end
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result is that the round-trip path between ³ and ´ is asymmetric and much longer than
necessary, causing a TIV. We checked that the measurements we obtained with tracer-
oute are within 0.25% error of the minimum RTT value taken during the first week of
June 2004 (as mentioned in the dataset in [10]), so we use these RTT measurements in
the figure for illustration.
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Fig. 10. An example of TIV between PlanetLab sites introduced primarily by hot-potato routing
in Abilene, GEANT and NYSERNet.

To illustrate the effect of private peering shortcut on TIV, we picked three PlanetLab
nodes from JANET (UK), DFN (Germany) and CERNET (China). We run traceroute
from each node to the other two to construct the AS-level data path. We then use tracer-
oute to collect RTT data once every 10 minutes between the triple for a 24 hour period
on 18 August 2004, and the minimum RTT value is used to demonstrate the TIV. As



shown in Fig. 11, the paths between pairs of nodes are symmetric, and there is a private
peering shortcut between JANET and CERNET. DFN does not know about this private
peering shortcut, so it has to go up the hierarchy tree to communicate with CERNET.
This causes a TIV between the three nodes. This AS-level graph corresponds remark-
ably well with the theoretical analysis shown in Fig. 2.
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Fig. 11. An example of TIV caused solely by private peering shortcut between ASes, i.e. in this
case between JANET and CERNET.

To illustrate the effect of independent AS paths on TIV, we picked three PlanetLab
nodes from Russia, Hong Kong and the UK. The AS-level paths between the three nodes
are shown in Fig. 12. Here we ignore the router-level paths within individual ASes, as
these are insignificant. What is of interest in this case is the complicated AS-level paths
packets take between these three nodes. By independent, we mean that the intermediate
ASes are independently engineered and that parts of the AS-paths do not overlap with
any other. This is caused by the BGP import and export policies of the ASes involved,
and can be explained by the economic incentives of inter-connecting networks [17]. As
the minimum RTT measurements between the three nodes vary drastically from week
to week in our earlier dataset [10], there are no representative values. However, the
common observation is that they all show TIVs between these nodes. So we use the
values of a particular measurement in the figure as illustration.
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Fig. 12. An example of TIV between PlanetLab sites introduced by independent AS-paths.



4.3 Examples of end-to-end TIVs

To show an example of end-to-end TIV caused by the interaction between intra-domain
and inter-domain routing, we picked three nodes from JANET (UK), HEANet (Ireland)
and RedIRIS (Spain), respectively. As not all the domains have PlanetLab nodes in
this case, we use Looking Glass nodes instead whenever necessary. We ran traceroute
between the triple, and collected the data once every 10 minutes for a 24 hour period on
18 August 2004. The minimum RTT values between each pair of nodes are then chosen
from the dataset. This time, however, we want to see how exactly the path affects TIV,
so we use the minimum RTT observation to break the RTT down into segments with one
RTT per link (or a set of links if the links are topologically unimportant). The detailed
break-down of RTT values is shown in Fig. 13.
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Fig. 13. An example of TIV caused by the interaction between intra-domain and inter-domain
routing, or more specifically, between intra-domain TIV and private peering.

Here, we can see that there is actually a link between the UK router in GEANT and
the IE router, but its weight is set to be quite high so it is not used in routing. If we
used this link on the path from node µ to ¶ , then there would not be a TIV between the
triple even though there is a private peering link between JANET and HEANet. This
illustrates that just looking at the inter-domain structure of the network is not sufficient
to determine whether a TIV will occur or not. The behaviors of the intermediate ASes
are also important. It is the interaction between intra-domain TIV and private peering
shortcut that causes a TIV to occur in this case.

4.4 TIVs in PlanetLab measurements

To illustrate that TIV is not uncommon in real-world measurements, we took a week’s
PlanetLab RTT measurement trace from [22] from 13 September 2004 to 19 September
2004. The pair-wise RTT data were collected on consecutive 15-minute periods, and we



take the median RTT value from each measurement. Thus for each day in this period
there were 96 matrices of RTT measurements, and the size of each matrix is ·D¸D¸ª¹k·D¸F¸ .
Over the week we therefore had 672 such matrices. We then take the minimum RTT
value of all the matrices for each pair, and construct a final RTT matrix. Some entries in
the final matrix have no values due to unsuccessful measurements, so we denote those
by ‘NaN’. In calculating triangles, we discard any triangle that has ‘NaN’ as one of its
edges.

We classify all the PlanetLab nodes into research and commercial nodes by looking
at whether the IP address of the node matches any prefix in the GREN (i.e. Abilene)
BGP table. To be on the safe side, we also manually check the list of nodes that are
classified as being commercial nodes. In this way, of all the 399 PlanetLab nodes as
of 16 September 2004, we identified 327 nodes as research nodes and 72 nodes as
commercial ones. This means that 82% of the hosts are in the GREN, a slight decrease
from the 85% we observed in [9].

Notice that the names of the PlanetLab nodes are not accurate indications of whether
the node is research or commercial. For example, HP Labs (AS71) has a few PlanetLab
nodes under the domain hpl.hp.com, but they are reachable from Abilene, and so are
in fact research nodes. Conversely, the Computer Science and Artificial Intelligence Lab
of MIT has a few PlanetLab nodes under the domain csail.mit.edu, but CSAIL
(AS40) uses Cogent (AS174) as its upstream provider for connections, and so these
nodes are in fact commercial nodes.

We classify all the triangles into ‘R.R.R’ with all research nodes, ‘C.C.C’ with all
commercial nodes, and ‘mixed’ with a mixture of nodes. We use the º metric as de-
fined in [9] to illustrate the amount of TIVs. Of all the 2537992 valid triangles formed
by the 399 nodes, there were 467328 TIVs, so this represents 18.4% TIV in Planet-
Lab measurements. Table 1 shows the detailed break-down of TIVs by category for the
node-by-node matrix. Fig. 14 shows the CDF distribution of º values for each category,
when zoomed in to the area around º9»½¼ . We can see that ‘R.R.R’ triangles behave
the best. There are the fewest number of TIVs, and the TIVs are all quite small in mag-
nitudes. ‘C.C.C’ and ‘mixed’ triangles behave very similarly, and both have a higher
percentage of TIVs and much bigger º values.

Category Total TIVs Percentage¾À¿ ¾À¿ ¾ Á,Â�Ã<ÄKÅKÃKÆ Ç<Å Ç7ÁNÈ�Ä ÁNÈ�¿ È ÉÊ ¿ Ê ¿ Ê ÆKÈKÂ<Å Ç<ËKÃ<È Ç<Ë�¿ Å ÉÌ�Í8Î0ÏNÐ Å Ç�Ë Ñ�Ã Ñ ÁNÅ Ç�Å Ñ�Å ÇKÇ7¿ ÇKÉÒ;ÓÔÓ ÇKÑ�Ë Â�ÆKÆ Ç Ä È Â�Ë Ç�Å ÁNÅ�¿ Ä7É
Category Total TIVs Percentage¾�¿ ¾�¿ ¾ Ç�ÈKËKÃ<È Ç Ñ<Ç�ÁNÂ<Ã Á�ÆD¿ Å ÉÊ ¿ Ê ¿ Ê Æ<ÈKÈ Ç<ÇKÂ Ç�ËD¿ ÑKÉÌ�Í8Î0ÏNÐ Á<ÁNÆKÆ�Ä7Ñ Ç�ÈKÃ<Å<Ä Ç7ÁK¿ Å ÉÒ;ÓÔÓ Ë<ÅKËKÆKÂ<Ë Â�Å<ÄKÅDÁ Ç�ÃD¿ Ä7É

Table 1. A detailed break-down of TIVs by
category for the node-by-node matrix.

Table 2. A detailed break-down of TIVs by
category for the site-by-site matrix.

However, there are a few problems with using the node-by-node matrix. When we
look at the º values close to 1, we can see that most of those corresponding triangles
have two nodes physically located in the same site with a very small RTT value be-
tween them (typically Õ 1ms). This makes the º value very vulnerable to measurement
artifacts, as measurement error can often be much bigger than 1ms. So if we do not
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Fig. 14. The CDF distributions of Ö values for the three categories of triangles formed by Planet-
Lab nodes, when zoomed in to areas around Ö�×3Ø .
filter out those triangles, then our measured TIV percentage is not accurate. We have
also seen some absurd RTT values (e.g. Ù 3000ms), and triangles with one edge having
those RTT values usually have huge Ú values. We suspect the high RTT values are due
to a few nodes being overloaded, so we want to filter out those as well to get an accu-
rate measure of TIV magnitude. For these reasons, we want to get a site-by-site matrix,
where we pick a representative node for each site.

In our initial approach, we noted that all the nodes that belong to a physical site are
located within the same ‘/24’ prefix, so we picked one node from each ‘/24’ prefix which
has the most number of non-NaN measurements that are less than 1500ms. However,
we also noticed that sometimes not all the nodes in the same ‘/24’ prefix are physically
located together. For example, the Internet2 PlanetLab nodes are physically scattered
across the Abilene backbone and co-located with Abilene backbone routers, and so
the RTTs between them are typically more than 10ms. Therefore, we decided to use
physical closeness and the behavior of the nodes as the main criteria for grouping nodes
into sites.

For each node (i.e. the pivot node), we first pick out all the nodes that have sub-
millisecond RTT to that node. Within the group, we then check each pair-wise RTT
to make sure it is either sub-millisecond or NaN. Then, we calculate the Correlation
Coefficient ( ÛmÛ ) between the pivot node and every other node, and throw away nodes
that have ÛmÛ�ÜLÝRÞ ßDß . In calculating ÛmÛ , we use the standard definition on the two
row vectors of the RTT matrix, but we modify it slightly so we treat NaN entries as
perfect matches with the corresponding entries. Finally, for each remaining node in the
group, we also search through the node list and add into the group any node that has
the same ‘/24’ prefix as this node but NaN in the RTT matrix. This accounts for nodes
in the same physical location but was down during the measurement period. By using
the above procedure, we were able to reduce the 399 nodes into 168 ‘sites’, with 140
research ‘sites’ and 28 commercial ‘sites’. Again we picked out the ‘best’ node from
each site, and calculate TIVs on the reduced àKáDâ�ãäà<áFâ matrix. This time, we observed
78481 TIVs out of all 383973 valid triangles. Table 2 shows the detailed break-down of
TIVs by category for the site-by-site matrix.



We expected the ‘R.R.R’ triangles to behave the best, as it is very likely that traffic
between them is only transited through GREN. In GREN, the networks are not driven
purely by commercial relationships and are very cooperative in general, and the GREN
inter-domain routing policies are often configured to use shortest path even if it violates
economic provider-to-customer relationship. For example, RENATER2 (AS2200), the
French research network, has a direct peering connection with APAN-Korea (AS9270),
constructed under the TEIN2 project. Although RENATER2 is a customer of GEANT
(AS20965), it still exports this private peering link to GEANT so the shortest path can
be used. (Actually the European Commission is funding part of the TEIN2 project, so
this private peering is logically peering with both RENATER2 and GEANT. GEANT
can also reach APAN-Korea through Abilene and APAN-Japan, but the path is much
longer.) In the commercial world, however, paths are often inflated due to economic
reasons [23,24]. Thus, we would expect a higher percentage of TIVs between commer-
cial PlanetLab nodes than between research ones. When there is a mixture of nodes,
traffic between a research and a commercial node tends to go through the commercial
Internet, so in a mixed triangle there are at least two paths between nodes through the
commercial Internet. This makes the mixed case a lot like the ‘C.C.C’ case.

5 Conclusion

Although Internet routing policies play an important role in the global observed round-
trip-times, we also want to emphasize that routing policy is not the only thing that
contributes to TIVs. We have already seen that the private peering connection between
JANET and CERNET is not giving too much savings on the RTT measurements. This
relates to the Layer 2 technology used on this peering link. There is also the fact that the
earth is a sphere, not a plane, so triangles on the surface of earth can go around the earth
and do not have to satisfy the triangle inequality (although currently there are only very
few fast links through continental Europe to Asia). Even as we are finishing this paper,
we have heard that the South American research network is being re-structured and
connected to GEANT directly, and the AMPATH network, which used to connect Brazil
to Abilene, is being decommissioned. This would mean that temporarily all research
traffic from Brazil to Abilene will need to go through GEANT, essentially traversing
through the Atlantic twice. In particular, we have verified that traffic from Brazil to
Mexico goes along this very much stretched path through GEANT and Abilene. This
illustrates that the structural planning of the network can bring about unexpected TIVs
as well.

In conclusion, TIVs are not just data collection artifacts, they can be structurally
persistent as a result of routing policies (as well as many other factors). Both intra-
domain routing policies and inter-domain routing policies, and the interactions between
them, can cause structural TIVs. TIVs present an opportunity for overlay routing, but
they make Internet Coordinate embeddings less accurate.
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