
Evaluating the design of inclusive interfaces by simulation  

Pradipta Biswas 

Computer Laboratory 

15 JJ Thomson Avenue 

Cambridge CB3 0FD 

University of Cambridge, UK 

E-mail: pb400@cam.ac.uk 

 

 

Peter Robinson 

Computer Laboratory 

15 JJ Thomson Avenue 

Cambridge CB3 0FD 

University of Cambridge, UK 

E-mail: pr10@cam.ac.uk 

 

 

ABSTRACT 
We have developed a simulator to help with the design 
and evaluation of assistive interfaces. The simulator can 
predict possible interaction patterns when undertaking a 
task using a variety of input devices, and estimate the 
time to complete the task in the presence of different dis-
abilities. We have evaluated the simulator by considering 
a representative application being used by able-bodied, 
visually impaired and mobility impaired people. The 
simulator predicted task completion times for all three 
groups with statistically significant accuracy. The simula-
tor also predicted the effects of different interface designs 
on task completion time accurately. 

Categories and Subject Descriptors 

D.2.2 [Software Engineering]: Design Tools and Tech-
niques – user interfaces; K.4.2 [Computers and Soci-
ety]: Social Issues – assistive technologies for persons 
with disabilities 

General Terms 
Algorithms, Experimentation, Human Factors, Measure-
ment 

Keywords 
Human Computer Interaction, Assistive Technology, User 
Model, Usability Evaluation, Simulator. 

1. INTRODUCTION 
 

The World Health Organisation (WHO) states that the 
number of people aged 60 and over will be 1.2 billion by 
2025 and 2 billion by 2050 [48]. The very old (age 80+) is 
the fastest growing population group in the developed 
world. Many of these elderly people have disabilities 

which make it difficult for them to use computers. The 
definition of the term ‘Disability’ differs across countries 
and cultures, but the World Bank [49] estimates a rate of 
10-12% of population worldwide having a condition that 
inhibits their use of standard computer systems. There are 
ethical and legislative reasons for designing products and 
services for this vast population. In particular, computers 
offer valuable assistance to people with physical disabili-
ties and help to improve their quality of life. However the 
diverse range of abilities complicates the designing of 
human-computer interfaces for these users. Existing in-
clusive or assistive software systems often address a spe-
cific class of user and thus many elderly people and users 
with disabilities find existing technologies hard to use.  

We have taken a novel approach to designing and evaluat-
ing inclusive systems by modelling performance of users 
with a wide range of abilities. In this paper, we present a 
simulator that can predict possible interaction patterns 
when undertaking a task using a variety of input devices, 
and estimate the time to complete the task in the presence 
of different disabilities and for different levels of skill. 
We briefly describe the simulator and demonstrate its use 
in evaluating interfaces for an application used by able-
bodied, visually impaired and mobility impaired people. 

In the next section, we present a brief background of our 
research. We describe the simulator in Section 3, followed 
by our study in Section 4. Finally, we summarize the 
study in Section 5 and also discuss the implications and 
limitations. 

2.  BACKGROUND 
 

Problem in existing systems 

Researchers in assistive technology have concentrated on 
designing novel interfaces for many different applications 
including  

� Web Browsers [20, 44]. 

� Augmentative and alternative communication 
aids [2, 29, 35, 45].   

� New interaction techniques  

o Scanning interfaces [30, 33, 46],  
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o Gravity wells [19].  

� Novel hardware interfaces [1]  

o Eye-gaze trackers [28], 

o Brain-computer interfaces [17, 25]. 

However, there is no systematic modelling tool for assis-
tive interfaces. Moreover very few human-computer in-
teraction (HCI) models have considered users with dis-
abilities. Two main types of user model are in widespread 
use:  

� The GOMS family of models, which were de-
veloped only for HCI.  

� Models involving cognitive architectures, which 
take a detailed view of human cognition. 

The GOMS (Goal, Operator, Model, Selection) family of 
HCI models (e.g. KLM, CMN-GOMS, CPM-GOMS) is 
mainly suitable for modelling the optimal (skilled) behav-
iour of users [11, 21]. On the other hand, models devel-
oped using cognitive architectures consider the uncer-
tainty of human behaviour in detail but have not been 
widely adopted for simulating HCI as their use demands a 
detailed knowledge of psychology. A brief review on dif-
ferent types of user models can be found from our earlier 
publication [7]. 

A modelling tool for people with disabilities is particu-
larly important, as user trials are often difficult and time 
consuming. Lack of knowledge about the problems of 
disabled and elderly users has often led designers to de-
velop non-inclusive systems. There are guidelines for 
designing accessible systems (particularly accessible 
websites), but designers often do not conform to the 
guidelines while developing new systems. Additionally, 
the guidelines are not adequate to relate the inclusive fea-
tures of a system with the particular need of users.   

Evaluation of assistive interfaces can be even more diffi-
cult than their design. Assistive interfaces are generally 
evaluated by analysing log files after a user trial [18, 26, 
34]. As an example of a different approach, Rizzo and 
colleagues [39] evaluated the AVANTI project [44], by a 
technique combining cognitive walkthrough and 
Normans’ seven-stage model [43]. However it is often 
difficult to find participants with specific disabilities. 
Petrie and colleagues [36] take the approach of remote 
evaluation but can not avoid the need to find disabled 
participants.  

Proposed solution 

We take a novel approach to the design and evaluation of 
assistive interfaces by simulating interaction patterns of 
users with and without disabilities. Figure 1 shows the use 
of our models. Our aim is to help evaluate existing sys-
tems and different design alternatives with respect to 
many types of disability. The evaluation process will be 

used to select a particular interface, which can then be 
validated by a formal user trial. The user trials also pro-
vide feedback to the models to increase their accuracy. As 
each alternative design does not need to be evaluated by a 
user trial, it will reduce the development time signifi-
cantly. 

 

  

 

 

 

 

Figure 1. Use of the simulator 

Within this framework, our objectives were to develop a 
model that can: 

� Simulate HCI of both able-bodied and disabled 
users.  

� Work for users with different levels of skill. 

� Be easy to use and comprehend for an interface 
designer. 

Scope of the paper 

In the next section we briefly present the architecture of 
our simulator. Previous papers have discussed the design, 
calibration and validation of the individual components of 
the simulator [5, 7, 8, and 9]. This study uses the simula-
tor as a whole to model an icon searching task. We have 
investigated the effects of icon layout and font size of 
captions on people with visual and motor impairment. We 
have analyzed the performance of the simulator in pre-
dicting the effects of different interface designs on inter-
action. The study validates the models for an externally 
valid task and also demonstrates the application of the 
simulator to compare different interface layouts for peo-
ple with a wide range of abilities. 

3. THE SIMULATOR 
 
Architecture of the simulator 

The simulator takes a task definition and locations of dif-
ferent objects in an interface as input. It then predicts pos-
sible eye movements and cursor paths on the screen and 
uses these to predict task completion times. The models 
are parameterized to represent different physical abilities, 
levels of skill and input devices.  

The architecture of the simulator is shown in Figure 2. It 
consists of the following three components: 

The Application model represents the task currently un-
dertaken by the user by breaking it up into a set of simple 



atomic tasks. 

The Interface Model handles different types of input and 
output device and sets parameters for an interface. 

The User Model simulates the interaction patterns of an 
individual undertaking a task analysed by the task model 
using the configuration set by the interface model. It uses 
the sequence of phases defined by Model Human Proces-
sor. The perception model simulates the visual perception 
of interface objects. The cognitive model takes the output 
of the perception model and determines an action to ac-
complish the current task. The motor-behaviour model 
predicts the completion time and possible interaction pat-
terns for performing that action. Our previous papers de-
scribe a general case study [5] and an application of the 
model in evaluating different single-switch scanning 
techniques [6]. 

 

Figure 2. Architecture of the Simulator 

The perception model is designed according to the theo-
ries of visual attention. Our cognitive model is more de-
tailed than the GOMS model but not as complex as exist-
ing cognitive architectures. The motor-behaviour model is 
based on a statistical analysis of screen navigation paths 
of disabled user. We present brief descriptions of these 
models in the following sections. 

The perception model 

Our perception model takes a list of mouse events, a se-
quence of bitmap images of an interface and locations of 
different objects in the interface as input, and produces a 
sequence of eye-movements as output [9].  

Our model follows the ‘spotlight’ metaphor of visual per-
ception. Our model works in three steps.  

1. Scanning the screen and decomposing it into 
primitive features. 

2. Finding the probable points of attention fixation 
by evaluating the similarity of different regions 
of the screen to the one containing the target. 

3. Deducing a possible trajectory of eye movement. 

 

The model scans the whole screen by dividing it into sev-
eral focus rectangles, one of which should contain the 

actual target. The probable points of attention fixation are 
calculated by evaluating the similarity of other focus rec-
tangles to the one containing the target. We know which 
focus rectangle contains the target from the list of mouse 
events that was input to the system. Similarity is calcu-
lated by a neural network, which takes the colour histo-
gram [32] and shape context coefficients [3, 4] of the tar-
get and other focus rectangles as input and gives the prob-
able points of fixation as output. The neural network was 
trained by tracking eye gazes of users with and without 
visual impairment.  

After deducing the points of fixations, the model shifts 
attention among the points of fixation by combining dif-
ferent eye movement strategies (such as Nearest [16], 
Cluster [13, 14] etc.). We found that the following eye 
movement strategy worked well for most participants. 

� Cluster the probable points of fixations accord-
ing to their positions  

� Launch the first saccade at the centre of the big-
gest cluster 

� Shift attention to the nearest possible points of 
fixation thereafter. 

Our model can also simulate the effect of visual impair-
ment on interaction by modifying the input bitmap images 
according to the nature of the impairment (such as blur-
ring for visual acuity loss, changing colours for colour 
blindness). We have also simulated early and late stages 
of Maccular Degeneration, Diabetic Retinopathy, Glau-
coma and different types of colour blindness [9]. 

We validated the model by a visual search task involving 
people with and without visual impairment. The model 
predicted the visual search time and eye gaze patterns 
with statistically significant accuracy. Detail of the study 
can be found in our previous papers [9, 10]. 

The cognitive model 

We have modelled the optimal (expert) and sub-optimal 
(non-expert) behaviour separately. We have used the 
CPM-GOMS [21] model to simulate the optimal behav-
iour. For sub-optimal behaviour, we have developed a 
new model. This model takes a task definition as input 
and produces a sequence of operations needed to accom-
plish the task as output. It simulates interaction patterns of 
non-expert users by two interacting Markov processes. 
One of them models the user’s view of the system and the 
other signifies the designer’s view of the system. The 
operation of the system is illustrated in Figure 3. At any 
state, users have a fixed policy based on the current task 
in hand. The policy produces an action, which in turn is 
converted into a device operation (e.g. clicking on a but-
ton, selecting a menu item etc.). After application of the 
operation, the device moves to a new state. Users have to 
map this state to one of the states in the user space. Then 
they again decide a new action until the goal state is 
achieved. 



Figure 3. Sequence of events in an interaction 

 

We used the cognitive model to simulate three different 
scenarios viz.  

� Modelling simple icon manipulation operations. 

� Modelling an assistive interaction technique 
(eight-directional scanning system). 

� Modelling interaction for a novel interface. 

In each of the three cases the model could successfully 
predict the interaction patterns of users. Details of these 
studies can be found from our previous papers [5, 7]. 

The motor behaviour model 

The motor behaviour model simulates movement limits 
and capabilities of users for different input devices and 
interaction techniques [27]. The main difference between 
the mouse movement of the motor-impaired and able-
bodied users lie in the characteristics of the sub-
movements [22, 23, 24, 47]. Able-bodied users move the 
mouse pointer towards a target by a single long sub-
movement followed by some smaller sub-movements to 
home on the target. However, a pointing movement of 
motor-impaired users is disturbed by many pauses and 
they rarely make a big movement towards the target. The 
number of sub-movements for motor-impaired users is 
greater than that of able-bodied users and the main 
movement towards the target is often composed of two or 
more sub-movements. The time spent between two sub-
movements (described as pause) also significantly affects 
the total task completion time. We recorded pointing tasks 
undertaken by mobility impaired users and analyzed the 
characteristics of the sub-movements and the pauses. We 
clustered the points where the pauses occurred or a new 
sub-movement started according to the positions of the 
points and used Classification Entropy [41] as cluster 
validation index. The positions of the cluster centres indi-
cated three phases of movement 

Starting Phase: This phase consists of small sub -
movements near the source, perhaps while the user gets 
control of the pointing device. 

Middle Phase: This consists of relatively large sub-
movements and brings the pointer near the target. 

Homing Phase: This is similar to the homing phase in 
Fitts’ Law, though the number of sub-movements is 
greater. 

So our model divides the sub-movements and pauses dur-
ing a pointing task into three classes based on their posi-
tion with respect to the source and the target.  

One challenging task in developing the model was to 

categorize users based on their extent of disabilities. As 

part of the model, we have developed a new scale for 

characterizing disability by measuring grip strength [8]. 

Our model predicts the number of pauses near source and 

target and the velocity of movement based on the grip 

strength of users. The remaining parameters are estimated 

using an inverse transform [40]. 

We validated the model by a study involving pointing 

tasks undertaken by mobility impaired participants. Pre-

diction from our model is significantly correlated to actual 

movement time. Detail of this model can be found in our 

previous paper [8]. 

Working principle of the simulator 

The simulator works in the following three steps. 

1. While the task is undertaken by participants, 

there is a separate monitor program that captures 

mouse movements. This monitor (a mouse and 

keyboard hooking program) generates a list of 

events (a list of key presses and mouse clicks), a 

low-level snapshot (a sequence of bitmap im-

ages) and a high-level snapshot (locations of 

windows, icons, buttons and other controls in the 

screen) of the whole interaction.  

2. Initially, the cognitive model analyzes the task 

and produces a list of atomic tasks.  

3. If an atomic task involves perception, the percep-

tion model operates on the event list and the se-

quence of bitmap images. Similarly, if an atomic 

task involves movement, the motor behaviour 

model operates on the event list and the high-

level snapshot.  

4. THE STUDY 

In graphical user interfaces, searching and pointing con-
stitute a significant portion of human computer interac-
tion. Users search for many different artifacts like infor-
mation in a web page, button with a particular caption in 
an application, email from a list of mails etc. We can 
broadly classify searching in two categories. 

Text searching includes any search which only involves 
searching for text and not any other visual artifact. Exam-
ples include menu searching, keyword searching in a 
document, mailbox searching and so on. 



Icon Searching includes searching for a visual artifact 
(such as an icon or a button) along with text search for its 
caption. The search is mainly guided by the visual artifact 
and the text is generally used to confirm the target.  

In this section, we present a study involving an icon 
searching task. We simulated the task using our simulator 
and evaluated the predictive power of the model by com-
paring actual with prediction in terms of correlation and 
percentage error in prediction.  

4.1. Experimental design 

We conducted trials with two families of icons. The first 
consisted of geometric shapes with colours spanning a 
wide range of hues and luminance (Figure 4). The second 
consisted of images from the system folder in Microsoft 
Windows to increase the external validity (Figure 5) of 
the experiment. Each icon bears a caption underneath. 
The first two letters and length of all the captions were 
kept same to avoid any pop-out effect of the captions dur-
ing visual search.  

 

 

 

 

Figure 4. Corpus of Shapes 

 

 

 

 

Figure 5. Corpus of Icons 

The experiment was a mixed design with two measures 
and a between-subject factor. The within-subject meas-
ures were spacing between icons and font size of captions. 
We used the following three levels for each measure 

� Spacing between icons  

o Sparse: 180 pixels horizontally, 230 pixels 
vertically. This was the maximum separation 
possible in the screen. 

o Medium: 150 pixels horizontally, 200 pixels 
vertically. 

o Dense: 120 pixels horizontally, 170 pixels 
vertically. This was the minimum possible 
separation without overlapping the icons. 

� Font size  

o Small: 10 point. 

o Medium: 14 point as recommended by the 
RNIB [42]. 

o Large: 20 point. 

The between-subjects factor is  

� Group 

o Able bodied 

o Visually impaired 

o Motor impaired 

Each participant undertook 8 trials for each combination 
of the within-subject measures. The sequence of the trials 
was randomized using a Latin-square.  

4.2. Material 

We used a 1280 × 800 LCD colour display driven by a 
1.7 GHz Pentium 4 PC running the Microsoft Windows 
XP operating system. We also used a standard computer 
Mouse (Microsoft IntelliMouse® Optical Mouse) for 
clicking on the target. 

4.3. Process 

The experimental task consisted of shape searching and 
icon searching tasks. The task was as follows: 

1. A particular target (shape or icon with a caption) 
was shown. 

2. A set of 18 candidates for matching was shown. 

3. Participants were asked to click on the candidate 
which was same as the target both in terms of 
icon and caption.  

Each participant did 72 searching and pointing tasks in 
total. They were trained for the task before start of the 
actual trial. However one of the participants (P4) retired 
after undertaking 40 trials. 

4.4. Participants 

We collected data from 2 able bodied, 2 visually impaired 
and 3 motor-impaired participants (Table 1). All were 
expert computer users and used computers more than 
once a week. 

4.5. Simulation 

Initially we analyzed the task in light of our cognitive 
model. Since the users undertook preliminary training, we 
considered them as expert users. We followed the GOMS 
analysis technique and identified two sub-tasks 

1. Searching for the target. 

2. Pointing and clicking on the target. 



So the predicted task completion time is obtained by se-
quentially running the perception model and the motor-
behaviour model. The predicted task completion time is 
the summation of the visual search time (output by the 
perception model) and the pointing time (output by the 
motor-behaviour model). 

Table 1. List of Participants 

  Age Gender Impairment 

C1 27 M 

C2 30 M 
Able-bodied 

    

P1 27 M Myopia (-4.5 Dioptre) 

P2 26 M Myopia (-5.5 Dioptre) 

P3 30 M 

Hypokinetic motor im-
pairment resulted from 
Cerebral Palsy, restricted 
hand movement, wheel-
chair user 

P4 42 M 

Cerebral Palsy, restricted 
hand movement, also 
suffering from tremor in 
hand, wheelchair user 

P5 45 M 

Hyperkinetic motor-
impairment resulted from 
stroke, significant tremor 
in fingers, wheelchair 
user 

4.6. Results 

Figure 6 shows the correlation between actual and pre-
dicted task completion times. We also calculated the rela-
tive error 

Actual

ActualPredicted −   and show its distribution in  

Figure 7. The superimposed curve shows a normal distri-
bution with same mean and standard deviation as the rela-
tive error. 

We found that the correlation is ρ = 0.7 (p < 0.001) and 
56% of the trials have a relative error within ± 40%. The 
average relative error is + 16% with a standard deviation 
of 54%. The model did not work for 10% of the trials and 
the relative error is more than 100% in those cases. For 
the remaining 90% of the trials the average relative error 
is + 6% with a standard deviation of 42%. 

We also analyzed the effects of font size and icon spacing 
on the task completion time and investigated whether the 
prediction reflects these effects as well. So we conducted 
two 3 × 3 ANOVA (Spacing × Font × Group) on the ac-
tual and predicted task completion times respectively. We 
investigated both the within subject effects and results of 

a multivariate test. For calculating the within subject ef-
fects, the Greenhouse-Geisser correction was used if the 
Mauchy’s test detected violation from sphericity assump-
tion [12] giving fractional values for the degrees of free-
dom. In this study, the main effect of Spacing did not vio-
late sphericity assumption (W = .854, χ² = 5.69 in actual, 
W = .99, χ² = 0.374 in prediction, p > 0.05), while the 
main effect of Font (W = .825, χ² = 6.935 in actual, W = 
.836, χ² = 6.429 in prediction, p < 0.05) and the interac-
tion effect of Spacing and Font (W = .244, χ² = 49.939 in 
actual, W = .539, χ² = 21.913 in prediction, p < 0.05) vio-
lated sphericity assumption. Tables 2 and 3 show results 
of the within subjects tests and multivariate tests on the 
actual and predicted task completion times respectively. 
The tables list the degrees of freedom (df), F value and 
corresponding significance for different measures. 

  

 

 

 

 

 

 

 

Figure 6. Scatter plot between actual and predicted 

task completion time 

 

 

 

  

 

 

 

Figure 7. Relative error in prediction 

Tables 2a and 2b show that three sources have significant 
effects on both actual and predicted task completion time. 
They are 

• A main effect of Spacing (F(2, 74) = 5.435, p < 
0.05) on actual task completion time. 

• A main effect of Spacing F(2, 74) = 6.95, p < 
0.05) in predicted task completion time.  

Scatter Plot

0

5000

10000

15000

20000

0 5000 10000 15000 20000

Actual task completion time (in msec)

P
re
d
ic
te
d
 t
a
s
k
 c
o
m
p
le
ti
o
n
 t
im
e
 (
in
 m
s
e
c
)

Relative Error in Prediction

0

2

4

6

8

10

12

14

16

18

<-120 -120 -100 -80 -60 -40 -20 0 20 40 60 80 100 120

% Error

%
 D
a
ta



• An interaction effect of Spacing and Group (F(4, 
74) = 3.148,  p < 0.05) on actual task completion 
time. 

• An interaction effect of Spacing and Group F(4, 
74) = 4.64 , p < 0.05) on predicted task comple-
tion time.  

• An interaction effect of Font and Group (F(3.4, 
62.97) = 5.02,  p < 0.05) on actual task comple-
tion time. 

• An interaction effect of Font and Group F(3.44, 
63.6) = 3.75,  p < 0.05) on predicted task com-
pletion time.  

The main effect of Font and interaction effects between 
Font and Group and Spacing, Font and Group do not 
have significant effects on both actual and predicted task 
completion times. Table 3 also confirms these effects 
through a multivariate test, which is not affected by the 
sphericity assumption. It can be seen from Tables 2 and 3 
that the prediction captures all effects at 99.95% confi-
dence level in both within-subject test and multivariate 
test.  

Figure 8 shows that the effect sizes (η
2
) are also fairly 

similar in the prediction as in the actual. This suggests 
that the simulator successfully explained the variance in 
task completion time for different factors. As these factors 
include both interface parameters and physical character-
istics of users, we can infer that the simulator has success-
fully explained the effects of different interface layouts on 
task completion time for people with visual and motor 
impairment.  

Figures 9 and 10 show the effects of font size and spacing 
for different user groups. In Figures 9 and 10, the points 
depict the average task completion time and the bars show 
the standard error at a 95% confidence level. It can be 
seen from Figures 9 and 10 that the prediction is in line 
with the actual task completion times for different font 
sizes and icon spacing. 

Table 2a. Tests of within-subjects effects for actual task 

completion time 

Source df F Sig. 

SPACING 2 5.44 0.006 

SPACING × GROUP 4 3.15 0.019 

Error(SPACING) 74   

FONT 1.7 0.22 0.770 

FONT × GROUP  3.4 5.02 0.002 

Error(FONT) 63   

SPACING × FONT 2.3 1.03 0.370 

SPACING × FONT × 

GROUP 4.7 0.83 0.528 

Error(SPACING×FONT) 86.3   

 

Table 2b. Tests of within-subjects effects for predicted task 

completion time 

Source df F Sig. 

SPACING 2 6.95 0.002 

SPACING × GROUP 4 4.64 0.002 

Error(SPACING) 74   

FONT 1.7 2.89 0.071 

FONT × GROUP 3.4 3.75 0.012 

Error(FONT) 63.6   

SPACING × FONT 3.3 1.54 0.204 
SPACING × FONT × 
GROUP 6.5 1.32 0.250 

Error(SPACING×FONT) 121   

 

Table 3a. Multivariate tests for actual task completion time 

Effect df F Sig. 

SPACING 2 5.616 0.008 

SPACING × GROUP 4 2.637 0.041 

FONT 2 0.305 0.739 

FONT × GROUP 4 5.653 0.001 

SPACING × FONT 4 1.405 0.253 
SPACING × FONT × 
GROUP 8 2.044 0.053 

 

Table 3b.  Multivariate tests for predicted time 

Effect df F Sig. 

SPACING 2 6.279 0.005 

SPACING × GROUP 4 3.668 0.009 

FONT 2 4.045 0.026 

FONT × GROUP 4 4.735 0.002 

SPACING × FONT 4 2.177 0.093 
SPACING × FONT × 
GROUP 8 1.688 0.117 

 

 

 

 

 

Figure 8. Effect size comparison 
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Figure 9. Effect of font size in different user groups 

 

 

  

 

 

 

 

 

 

Figure 10. Effect of spacing in different user groups 

However the prediction is less accurate in one of the nine 
conditions viz. the medium font size and medium spacing 
for the motor-impaired users. So we further analyzed 
these two conditions (Figures 11 and 12). As in previous 
figures, Figures 11 and 12 depict the average task comple-
tion time and the bars show the standard error at 95% 
confidence level. Figures 11 and 12 show that the stan-
dard error is estimated less in the prediction than the ac-
tual, and in these cases the model fails to capture variabil-
ity in the task completion time. The model also underes-
timates the task completion times for motor impaired us-
ers.  

 

 

 

 

 

 

Figure 11. Effect of medium spacing in motor-
impaired users 

 

 

 

 

 

 

Figure 12. Effect of medium font size in motor-

impaired users 

4.7. Discussion 

We have developed a simulator to help with the design 
and evaluation of assistive interfaces. Choosing a particu-
lar interface from a set of alternatives is a significant task 
for both design and evaluation. In this study, we consid-
ered a representative task and the results showed that the 
effects of both factors (separation between icons and font 
size) were the same in the prediction as for actual trials 
with different user groups. The prediction from the simu-
lator can be used to capture the main effects of different 
design alternatives reliably for people with a wide range 
of abilities. 

However the model did not work accurately for about 
30% of the trials where the relative error is more than 
50%. These trials also accounted for an increase in the 
average relative error from zero to 16%. In particular, the 
predicted variance in task completion times for motor 
impaired users was smaller than the actual variance. This 
can be attributed to many factors; the most important ones 
are as follows. 

� Effect of usage time - fatigue and learning ef-
fects: The trial continued for about 15 to 20 min-
utes. A few participants (especially one user in 
the motor-impaired group) felt fatigue. On the 
other hand, some users worked more quickly as 
the trial proceeded. The model did not consider 
these effects of fatigue and learning. In future we 
plan to incorporate the usage time into the input 
parameters of the model. 

� User characteristics: The variance in the task 
completion time can be attributed to various fac-
tors such as expertise, usage time, type of motor-
impairment (hypokinetic vs. hyperkinetic), inter-
est of the participant etc. Currently, the model 
characterizes the extent of motor-impairment of 
the user only by measuring the grip strength, in 
future more input parameters may be considered.  

� The choice of the motor-behaviour model: We 
trained the motor-behaviour model by collecting 
data from people with and without motor-
impairment. However Fitts’ Law [14] predicts 
the movement time better than our model for 
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people without any mobility impairment. A hy-
brid approach of choosing Fitts’ Law for people 
without mobility impairment and our motor-
behaviour model for people with mobility im-
pairment may produce more accurate results. 

5. CONCLUSIONS 
 

Summary 

We have presented a simulator to help in designing and 
evaluating inclusive interfaces. The simulator embodies 
both the internal state of a computer application and also 
the perceptual, cognitive and motor processes of its user. 
We have briefly described the techniques used to model 
perception, cognition and motor-action and then demon-
strated the use of the simulator for a representative task of 
evaluating an interface layout. The simulator predicted the 
task completion time with statistically significant accu-
racy for people with a wide range of abilities. 

Implications and limitations 

User trials are always expensive in terms of both time and 
cost. A design evolves through an iteration of prototypes 
and if each prototype is to be evaluated by a user trial, the 
whole design process will be slowed down. Additionally, 
user trials are not representative in certain cases, espe-
cially for designing inclusive interfaces for people with 
special needs. A good simulation with a principled theo-
retical foundation can be more useful than a user trial in 
such cases. Exploratory use of modelling can also help 
designers to understand the problems and requirements of 
users, which may not always easily be found through user 
trials or controlled experiments. 

We have shown that it is possible to develop engineering 
models to simulate human-computer interaction of people 
with a wide range of abilities and that the prediction is 
useful in designing and evaluating interfaces. According 
to Allen Newell’s time scale of human action [31], our 
model works in the cognitive band and predicts activity in 
millisecond to second range. It can not model activities 
outside the cognitive band like micro-saccadic eye gaze 
movements, response characteristics of different brain 
regions (in biological band [31]), affective state, social 
interaction, consciousness (in rational and social band 
[31]) etc. Simulations of each individual band have their 
own implications and limitations. However the cognitive 
band is particularly important since models working in 
this band are technically feasible, experimentally verifi-
able and practically usable. Research in computational 
psychology and more recently in cognitive architectures 
supports this claim. We have added a new dimension in 
cognitive modelling by including users with special 
needs. Besides the present study, our work has already 
been used to develop new assistive interaction technique 
[6] and an accessible game [37]. Currently we are extend-
ing the models to cover a wider range of impairments and 
also working on to use it for developing new inclusive 
systems. 
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