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Abstract. This paper surveys the field of automated reasoning, giving some his-
torical background and outlining a few of the main current research themes. We
particularly emphasize the points of contact and the contrasts with computer al-
gebra. We finish with a discussion of the main applications so far.

1 Historical introduction

The idea of reducing reasoning to mechanical calculation is an old dream [75]. Hobbes
[55] made explicit the analogy in the slogan ‘Reason [. . . ] is nothing but Reckoning’.
This parallel was developed by Leibniz, who envisaged a ‘characteristica universalis’
(universal language) and a ‘calculus ratiocinator’ (calculus of reasoning). His idea was
that disputes of all kinds, not merely mathematical ones, could be settled if the parties
translated their dispute into the characteristica and then simply calculated. Leibniz even
made some steps towards realizing this lofty goal, but his work was largely forgotten.

The characteristica universalis

The dream of a truly universal language in Leibniz’s sense remains unrealized and prob-
ably unrealizable. But over the last few centuries a language that is at least adequate for
(most) mathematics has been developed.

Boole [11] developed the first really successful symbolism for logical and set-
theoretic reasoning. What’s more, he was one of the first to emphasize the possibility of
applying formal calculi to several different situations, and doing calculations according
to formal rules without regard to the underlying interpretation. In this way he antic-
ipated important parts of the modern axiomatic method. However Boole’s logic was
limited to propositional reasoning (plugging primitive assertions together using such
logical notions as ‘and’ and ‘or’), and it was not until the much later development of
quantifiers that formal logic was ready to be applied to general mathematics.

The introduction of formal symbols for quantifiers, in particular the universal quan-
tifier ‘for all’ and the existential quantifier ‘there exists’, is usually credited indepen-
dently to Frege, Peano and Peirce. Logic was further refined by Whitehead and Russell,
who wrote out a detailed formal development of the foundations of mathematics from
logical first principles in their Principia Mathematica [109]. In a short space of time,
stimulated by Hilbert’s foundational programme (of which more below), the usual log-
ical language as used today had been developed.



English Symbolic Other symbols
false ⊥ 0, F
true > 1, T
not p ¬p p, −p, ∼ p
p and q p ∧ q pq, p&q, p · q
p or q p ∨ q p + q, p | q, p or q
p implies q p ⇒ q p → q, p ⊃ q
p iff q p ⇔ q p = q, p ≡ q, p ∼ q
for all x, p ∀x. p (x)p
there exists x such that p ∃x. p (Ex)p

At its simplest, one can regard this just as a convenient shorthand, augmenting the
usual mathematical symbols with new ones for logical concepts. After all, it would seem
odd nowadays to write ‘the sum of a and b’ instead of ‘a+b’, so why not write ‘p∧q’ in-
stead of ‘p and q’? However, the consequences of logical symbolism run much deeper:
arriving at a precise formal syntax means that we can bring deeper logical arguments
within the purview of mechanical computation.

Hilbert’s programme

At various points in history, mathematicians have become concerned over apparent
problems in the accepted foundations of their subject. For example, the Pythagore-
ans tried to base mathematics just on the rational numbers, and so were discombob-
ulated by the discovery that

√
2 must be irrational. Subsequently, the apparently self-

contradictory treatment of infinitesimals in Newton and Leibniz’s calculus disturbed
many, as later did the use of complex numbers and the discovery of non-Euclidean ge-
ometries. Later still, when the theory of infinite sets began to be pursued for its own
sake and generalized, mainly by Cantor, renewed foundational worries appeared.

Hilbert [53] suggested an ingenious programme to give mathematics a reliable foun-
dation. In the past, new and apparently problematic ideas such as complex numbers and
non-Euclidean geometry had been given a foundation based on some well-understood
concepts, e.g. complex numbers as points on the plane. However it hardly seems fea-
sible to justify infinite sets in this way based on finite sets. Hilbert’s ingenious idea
was to focus not on the mathematical structures themselves but on the proofs. Given a
suitable formal language, mathematical proofs could themselves become an object of
mathematical study — Hilbert called it metamathematics. The hope was that one might
be able to show in this way that concrete conclusions reached using some controversial
abstract concepts could nevertheless be show still to be valid or even provable without
them.

The calculus ratiocinator

Gödel’s famous incompleteness theorems [40, 98, 37] show that formal systems for de-
ducing mathematics have essential weaknesses. For example, his first theorem is that
any given formal system of deduction satisfying a few natural conditions is incomplete



in the sense that some formally expressible and true statement is not formally provable.
It is generally agreed that Gödel’s results rule out the possibility of realizing Hilbert’s
programme as originally envisaged, though this is a subtle question [65, 96]. What is
certainly true is that Gödel’s theorem was the first of a variety of ‘impossibility’ results
that only really become possible when the notion of mathematical proof is formalized.

Inspired by techniques used in Gödel’s incompleteness results, Church [23] and Tur-
ing [106] proposed definitions of ‘mechanical computability’ and showed that one fa-
mous logical decision question, Hilbert’s Entscheidungsproblem (decision problem for
first-order logic) was unsolvable according to their definitions. Although this showed
the limits of mechanical calculation, Turing machines in particular were an important
inspiration for the development of real computers. And before long people began to
investigate actually using computers to formalize mathematical proofs.

In the light of the various incompleteness and undecidability results, there are es-
sential limits to what can be accomplished by automated reasoning. However, Gödel’s
results apply to human reasoning too from any specific set of axioms, and in principle
most present-day mathematics can be expressed in terms of sets and proven from the ax-
ioms of Zermelo-Fraenkel set theory (ZF). Given any conventional set of mathematical
axioms, e.g. a finite set, or one described by a finite set of schemas, such as ZF, there is
at least a semi-decision procedure that can in principle verify any logical consequence
of those axioms. Moreover many suitably restricted logical problems are decidable.
For example, perhaps the very first computer theorem prover [29] could prove formu-
las involving quantifiers over natural numbers, but with a linearity restriction ensuring
decidability [85].

2 Theorem provers and computer algebra systems

Before we proceed to survey the state of automated reasoning, it’s instructive to con-
sider the similarities and contrasts with computer algebra, which is already an estab-
lished tool in biology as in many other fields of science. In some sense theorem provers
(TPs) and computer algebra systems (CASs) are similar: both are computer programs
to help people with formal symbolic manipulations. Yet there is at present surprisingly
little common ground between them, either as regards the internal workings of the sys-
tems themselves or their respective communities of implementors and users. A theorem
prover might be distinguished by a few features, which we consider in the following
sections.

Logical expressiveness

The typical computer algebra system supports a rather limited style of interaction [27].
The user types in an expression E; the CAS cogitates, usually not for very long, before
returning another expression E′. The implication is that we should accept the theorem
E = E′. Occasionally some slightly more sophisticated data may be returned, such as a
set of possible expressions E′

1, . . . , E
′
n with corresponding conditions on validity, e.g.

√
x2 =

{
x if x ≥ 0
−x if x ≤ 0



However, the simple equational style of interaction is by far the most usual. By
contrast, theorem provers have the logical language available to express far more so-
phisticated mathematical concepts such as the ε− δ definition of continuity:

∀x ∈ R. ∀ε > 0. ∃δ > 0. ∀x′. |x− x′| < δ ⇒ |f(x)− f(x′)| < ε

In particular, the use of a full logical language with quantifiers often unifies and
generalizes existing known concepts from various branches of mathematics. For in-
stance, the various algorithms for quantifier elimination in real-closed fields starting
with Tarski’s work [103] can be considered a natural and far-reaching generalization
of Sturm’s algorithm for counting the number of real roots of a polynomial. At the
same time, quantifier elimination is another potentially fruitful way of viewing the no-
tion of projection in Euclidean space. Chevalley’s constructibility theorem in algebraic
geometry ‘the projection of a constructible set is constructible’, and even some of its
generalizations [45], are really just quantifier elimination in another guise.

Clear semantics

The underlying semantics of expressions in a computer algebra system is often unclear,
though some are more explicit than others. For example, the polynomial expression
x2 + 2x + 1 can be read in several ways: as a member of the polynomial ring R[x]
(not to mention Z[x] or C[x] . . . ), as the associated function R → R, or as the value
of that expression for some particular x ∈ R. Similarly, there may be ambiguity over
which branch of various complex functions such as square root, logarithm and power
is considered, and it may not really be clear in what sense ‘integral’ is meant to be un-
derstood. (Riemann? Lebesgue? Just antiderivative?) Such ambiguities are particularly
insidious since in many situations it doesn’t matter which interpretation is chosen (we
have x2 + 2x + 1 = (x + 1)2 for any of the interpretations mentioned above), but there
are situations where the distinction matters.

By contrast, theorem provers usually start from a strict and precisely defined logical
foundation and build up other mathematical concepts by a sequence of definitions. For
example, the HOL system [42] starts with a few very basic axioms for higher-order logic
and a couple of set-theoretic axioms, and these are given a rather precise semantics in
the documentation. From that foundation, other concepts such as natural numbers, lists
and real and complex numbers are systematically built up without any new axioms.

Logical rigour

Even when a CAS can be relied upon to give a result that admits a precise mathematical
interpretation, that doesn’t mean that its answers are always right. With a bit of effort,
it’s not very hard to get incorrect answers out of any mainstream computer algebra
system. Particularly troublesome are simplifications involving functions with complex
branch cuts. It’s almost irresistible to apply simplifications such as log(xy) = log(x)+
log(y) and

√
x2 = x, and many CASs will do this kind of thing freely. Although

systematic approaches to keeping track of branch cuts are possible, most mainstream



systems don’t use them. For example, using the concept of ‘unwinding number’ u(z)
[28], we can express rigorously simplification rules such as:

w 6= 0 ∧ z 6= 0 ⇒ log(wz) = log(w) + log(z)− 2πiu(log(w) + log(z))

Most users probably find such pedantic details as branch cut identification a pos-
itively unwelcome distraction. They often know (or at least think they know) that the
obvious simplifications are valid. In any case, if a CAS lacks the expressiveness to
produce a result that distinguishes possible cases, it is confronted with the unpalatable
choice of doing something that isn’t strictly correct or doing nothing. Many users would
prefer the former.

By contrast, most theorem provers take considerable care that all alleged ‘theorems’
are deduced in a rigorous way, and all conditions made explicit. Indeed, many such
as HOL actually construct a complete proof using a very simple kernel of primitive
inference rules. Although nothing is ever completely certain, a theorem in such a system
is very likely to be correct.

What’s wrong with theorem provers?

So far, we have noted several flaws of the typical computer algebra systems and the
ways in which theorem provers are better. However, on the other side of the coin, CASs
are normally easier to use and much more efficient. Moreover, CASs implement many
algorithms useful for solving real concrete problems in applied (and even pure) math-
ematics, e.g. factoring polynomials and finding integrals. By contrast, theorem provers
emphasize proof search in logical systems, and it’s often non-trivial to express high-
level mathematics in them. Thus, it is not surprising that CASs are more or less main-
stream tools in various fields, whereas interest in theorem provers is mainly confined to
logicians and computer scientist interested in formal correctness proofs for hardware,
software and protocols and the formalization of mathematics.

Since the strengths and weaknesses of theorem provers and CASs are almost per-
fectly complementary, a natural idea is to somehow get the best of both worlds. One
promising idea [50] is to use the CAS as an ‘oracle’ to compute results that can then be
rigorously checked in the theorem prover. This only works for problems where check-
ing a result is considerably easier than deriving it, but this does take in many important
applications such as factoring (check by multiplying) and indefinite integration in the
sense of antiderivatives (check by differentiating).

3 Research in automated reasoning

We can consider various ways of classifying research in automated reasoning, and per-
haps some contrasts will throw particular themes into sharp relief.



AI versus logic-oriented

Some researchers have attacked the problem of automated theorem proving by attempt-
ing to emulate the way humans reason. Crudely we can categorize this as the ‘Artificial
Intelligence’ (AI) approach. For example in the 1950s Newell and Simon [81] designed
a program that could prove many of the simple logic theorems in Principia Mathemat-
ica [109], while Gelerntner [38] designed a prover that could prove facts in Euclidean
geometry using human-style diagrams to direct or restrict the proofs. A quite different
approach was taken by other pioneers such as Gilmore [39], Davis and Putnam [31],
and Prawitz [84]. They attempted to implement proof search algorithms inspired by re-
sults from logic (e.g. the completeness of Gentzen’s cut-free sequent calculus), often
quite remote from the way humans prove theorem.

Early indications were that machine-oriented methods performed much better. As
Wang [107] remarked when presenting his simple systematic program for the AE frag-
ment of first order logic that was dramatically more effective than Newell and Simon’s:

The writer [...] cannot help feeling, all the same, that the comparison reveals a
fundamental inadequacy in their approach. There is no need to kill a chicken
with a butcher’s knife. Yet the net impression is that Newell-Shore-Simon
failed even to kill the chicken with their butcher’s knife.

Indeed, in the next few decades, far more attention was paid to systematic machine-
oriented algorithms. Wos, one of the most successful practitioners of automated reason-
ing, attributes the success of his research group in no small measure to the fact that they
play to a computer’s strengths instead of attempting to emulate human thought [111].

Today, there is still a preponderance of research on the machine-oriented side, but
there have been notable results based on human-oriented approaches. For example
Bledsoe attempted to formalize methods often used by humans for proving theorems
about limits in analysis [10]. Bledsoe’s student Boyer together with Moore developed
the remarkable NQTHM prover [13] which can often perform automatic generaliza-
tion of arithmetic theorems and prove the generalizations by induction. The success of
NQTHM, and the contrasting difficulty of fitting its methods into a simple conceptual
framework, has led Bundy [20] to reconstruct its methods in a general science of rea-
soning based on proof planning. Depending on one’s point of view, one can regard the
considerable interest in proof planning as representing a success of the AI approach, or
the attempt to present aspects of human intelligence in a more machine-oriented style.

Automated vs. interactive

Thanks to the development of effective algorithms, some of which we consider later,
automated theorem provers have become quite powerful and have achieved notable suc-
cesses. Perhaps the most famous case is McCune’s solution [76], using the automated
theorem prover EQP, of the longstanding ‘Robbins conjecture’ concerning the axioma-
tization of Boolean algebra, which had resisted human mathematicians for some time.
This success is just one particularly well-known case where the Argonne team has used
Otter and other automated reasoning programs to answer open questions. Some more
can be found in the monograph [77].



However, it seems at present that neither a systematic algorithmic approach nor a
heuristic human-oriented approach is capable of proving a wide range of difficult math-
ematical theorems automatically. Besides, one might object that even if it were possible,
it is hardly desirable to automate proofs that humans are incapable of developing them-
selves [35]:

[...] I consider mathematical proofs as a reflection of my understanding and
‘understanding’ is something we cannot delegate, either to another person or
to a machine.

A more easily attained goal, and if one agrees with the sentiments expressed in that
quote perhaps a more desirable one, is to create a system that can verify a proof found
by a human, or assist in a more limited capacity under human guidance. At the very
least the computer should act as a humble clerical assistant checking the correctness
of the proof, guarding against typical human errors such as implicit assumptions and
forgotten special cases. At best the computer might help the process substantially by
automating certain parts of the proof. After all, proofs often contain parts that are just
routine verifications or are amenable to automation, such as algebraic identities. This
idea of a machine and human working together to prove theorems from sketches was
already envisaged by Wang [107]:

[...] the writer believes that perhaps machines may more quickly become of
practical use in mathematical research, not by proving new theorems, but by
formalizing and checking outlines of proofs, say, from textbooks to detailed
formalizations more rigorous than Principia [Mathematica], from technical pa-
pers to textbooks, or from abstracts to technical papers.

The idea of a proof assistant began to attract particular attention in the late 1960s,
perhaps because the abilities of fully automated systems were apparently starting to
plateau. Many proof assistants were based on a batch model, the machine checking in
one operation the correctness of a proof sketch supplied by a human. But a group at
the Applied Logic Corporation who developed a sequence of theorem provers in the
SAM (Semi-Automated Mathematics) family made their provers interactive, so that the
mathematician could work on formalizing a proof with machine assistance. As they put
it [46]:

Semi-automated mathematics is an approach to theorem-proving which seeks
to combine automatic logic routines with ordinary proof procedures in such
a manner that the resulting procedure is both efficient and subject to human
intervention in the form of control and guidance. Because it makes the math-
ematician an essential factor in the quest to establish theorems, this approach
is a departure from the usual theorem-proving attempts in which the computer
unaided seeks to establish proofs.

In 1966, the fifth in the series of systems, SAM V, was used to construct a proof
of a hitherto unproven conjecture in lattice theory [19]. This was certainly a success
for the semi-automated approach because the computer automatically proved a result



now called “SAM’s Lemma” and the mathematician recognized that it easily yielded
a proof of the open conjecture. Not long after the SAM project, the AUTOMATH [32,
33], Mizar [104, 105] and LCF [43] proof checkers appeared, and each of them in its
way has been profoundly influential. Many of the most successful interactive theorem
provers around today are directly descended from one of these.

Nowadays there is active and vital research activity in both ‘automated’ and ‘inter-
active’ provers. Automated provers for first-order logic compete against each other in
annual competitions on collections of test problems such as TPTP [102], and the Vam-
pire system has usually come out on top for the last few years. There is also intense
interest in special provers for other branches of logic, e.g. ‘SAT’ (satisfiability of purely
propositional formulas), which has an amazing range of practical applications. More
recently a generalization known as ‘SMT’ (satisfiability modulo theories), which uses
techniques for combining deduction in certain theories [80, 93], has attracted consid-
erable interest. Meanwhile, interactive provers develop better user interfaces and proof
languages [48], incorporate ideas from automated provers and even link to them [58],
and develop ever more extensive libraries of formalized mathematics. For a nice survey
of some of the major interactive systems, showing a proof of the irrationality of

√
2 in

each as an example, see [110].

Proof search vs. special algorithms

Right from the beginning of theorem proving, some provers were customized for a par-
ticular theory or fragment of logic (such as Davis’s prover for linear arithmetic [29]),
while others performed general proof search in first-order logic from a set of axioms.
The explicit introduction of unification as part of Robinson’s resolution method [88]
made it possible for the machine to instantiate variables in an entirely algorithmic way
which nevertheless has an almost “intelligent” ability to focus on relevant terms. This
gave a considerable impetus to general first-order proof search, and for a long time
special algorithms were subordinated to resolution or similar principles rather than
being developed in themselves. There are numerous different algorithms for general
proof search, such as tableaux [7, 54], model elimination [70] as well as resolution [88]
and its numerous refinements [64, 71, 72, 34, 87, 97]. Despite the general emphasis on
pure first-order logic, there has also been research in automating higher-order logic [1],
which allows quantification over sets and functions as part of the logic rather than via
additional axioms.

However, there have been some successes for more specialized algorithms. In par-
ticular, there has always been strong interest in effective algorithms for purely equa-
tional reasoning. Knuth-Bendix completion [63] led to a great deal of fruitful research
[3, 4, 56]. Automated proof of geometry problems using purely algebraic methods has
also attracted much interest. The first striking success was by Wu [108] using his spe-
cial triangulation algorithm, and others have further refined and applied this approach
[22] as well as trying other methods such as resultants and Gröbner bases [61, 89]. Inci-
dentally Gröbner bases [16, 17] are more usually considered a part of computer algebra,
but as a tool for testing ideal membership they give a powerful algorithm for solving
various logical decision problems [95, 60].



4 Applications of automated reasoning

At present there are two main applications of automated reasoning.

Formal verification

One promising application of formalization, and a particularly easy one to defend on
utilitarian grounds, is to verify the correct behaviour of computer systems, e.g. hard-
ware, software, protocols and their combinations. We might wish to prove that a sorting
algorithm really does always sort its input list, that a numerical algorithm does return
a result accurate to within a specified error bound, that a server will under certain as-
sumptions always respond to a request, etc.

In typical programming practice, programs are usually designed with clear logical
ideas behind them, but the final properties are often claimed on the basis of intuitive un-
derstanding together with testing on a variety of inputs. As programmers know through
bitter personal experience, it can be very difficult to write a program that always per-
forms its intended function. Most large programs contain ‘bugs’, i.e. in certain situations
they do not behave as intended. And the inadequacy of even highly intelligent forms of
testing for showing that programs are bug-free is widely recognized. There are after all
usually far too many combinations of possibilities to exercise more than a tiny fraction.
The idea of rigorously proving correctness is attractive, but given the difficulty of get-
ting the formal proof right, one might wish to check the proof by machine rather than
by hand.

Formal verification first attracted interest in the 1970s as a response to the perceived
“software crisis”, the fundamental difficulty of writing correct programs and delivering
them on time, as well as interest in computer security; see [74] for a good discussion.
But over the last couple of decades there has been increased interest in formal ver-
ification in the hardware domain. This is partly because hardware is usually a more
amenable target for highly automated techniques. Such techniques include SAT (propo-
sitional satisfiability testing), using new algorithms or high-quality implementations of
old ones [14, 100, 92, 79, 41], sophisticated forms of symbolic simulation [15, 91], and
temporal logic model checking [24, 86, 25]. Also, hardware verification is particularly
attractive because fixing errors is often invasive and potentially expensive. For exam-
ple, in response to an error in the FDIV (floating-point division) instruction of some
early Intel Pentium processors in 1994 [83], Intel set aside approximately $475M
to cover costs.

Since the 1980s there has been extensive research in formal verification of micropro-
cessor designs using traditional theorem proving techniques [57, 26, 44, 59, 99]. Gen-
erally there has been more emphasis on the highly automated techniques like model
checking that lie somewhat apart from the automated reasoning mainstream. However,
recently there has been something of a convergence, as interest in SMT (satisfiability
modulo theories) leads to the incorporation of various theorem-proving methods into
highly automated tools. There has also been renewed interest in applications to soft-
ware, particularly partial verification or sophisticated static checking rather than com-
plete functional verification [5]. And for certain applications, especially implementa-
tions of mathematically sophisticated algorithms, more general and interactive theorem



proving is needed. A particularly popular and successful target is the verification of
floating-point algorithms [78, 90, 82, 49].

The formalization of mathematics

The formalizability in principle of mathematical proof is widely accepted among pro-
fessional mathematicians as the final arbiter of correctness. Bourbaki [12] clearly says
that ‘the correctness of a mathematical text is verified by comparing it, more or less
explicitly, with the rules of a formalized language’, while Mac Lane [73] is also quite
explicit (p377):

As to precision, we have now stated an absolute standard of rigor: A Mathe-
matical proof is rigorous when it is (or could be) written out in the first-order
predicate language L(∈) as a sequence of inferences from the axioms ZFC,
each inference made according to one of the stated rules. [. . . ] When a proof
is in doubt, its repair is usually just a partial approximation to the fully formal
version.

However, before the advent of computers, the idea of actually formalizing proofs
had seemed quite out of the question. (Even the painstaking volumes of proofs in Prin-
cipia Mathematica are for extremely elementary results compared with even classical
real analysis, let alone mathematics at the research level.) But computerization can of-
fer the possibility of actually formalizing mathematics and its proofs. Apart from the
sheer intellectual interest of doing so, it may lead to a real increase in reliability. Math-
ematical proofs are subjected to peer review before publication, but there are plenty of
well-documented cases where published results turned out to be faulty. A notable exam-
ple is the purported proof of the 4-colour theorem by Kempe [62], the flaw only being
noticed a decade later [51], and the theorem only being conclusively proved much later
[2]. The errors need not be deep mathematical ones, as shown by the following [69]:

Professor Offord and I recently committed ourselves to an odd mistake (Annals
of Mathematics (2) 49, 923, 1.5). In formulating a proof a plus sign got omit-
ted, becoming in effect a multiplication sign. The resulting false formula got
accepted as a basis for the ensuing fallacious argument. (In defence, the final
result was known to be true.)

A book written 70 years ago by Lecat [68] gave 130 pages of errors made by major
mathematicians up to 1900. With the abundance of theorems being published today, of-
ten emanating from writers who are not trained mathematicians, one fears that a project
like Lecat’s would be practically impossible, or at least would demand a journal to it-
self! Moreover, many proofs, including the modern proof of the four-colour theorem [2]
and the recent proof of the Kepler conjecture [47], rely on extensive computer checking
and it’s not clear how to bring them within the traditional process of peer review [66].

At present we are some way from the stage where most research mathematicians
can pick up one of the main automated theorem provers and start to formalize their
own research work. However, substantial libraries of formalized mathematics have been
built up in theorem provers, notably the mathematical library in Mizar, and a few quite



substantial results such as the Jordan Curve Theorem, the Prime Number Theorem and
the Four-Colour Theorem have been completely formalized. As mathematical libraries
are further built up and interactive systems become more powerful and user-friendly,
we can expect to see more mathematicians starting to use them.

5 Conclusions

Automated reasoning is already finding applications in formal verification and the for-
malization of mathematical proofs. At present, applications to mainstream applied math-
ematics are limited, and so it may be premature to seek applications in computational
biology. However, theorem proving has sometimes been applied in unexpected ways.
For instance, many combinatorial problems are solved better by translating to SAT than
by customized algorithms! Perhaps this short survey will lead some readers to find ap-
plications of automated reasoning in the biological sciences. In any case, we hope it has
given some flavour of this vital and fascinating research field.
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et Libraire Ém Desbarax, Brussels, 1935.
69. J. E. Littlewood. Littlewood’s Miscellany. Cambridge University Press, 1986. Edited by

Bela Bollobas.
70. D. W. Loveland. Mechanical theorem-proving by model elimination. Journal of the ACM,

15:236–251, 1968.
71. D. W. Loveland. A linear format for resolution. In Laudet et al. [67], pages 147–162.
72. D. Luckham. Refinements in resolution theory. In Laudet et al. [67], pages 163–190.
73. S. Mac Lane. Mathematics: Form and Function. Springer-Verlag, 1986.
74. D. MacKenzie. Mechanizing Proof: Computing, Risk and Trust. MIT Press, 2001.
75. W. Marciszewski and R. Murawski. Mechanization of Reasoning in a Historical Perspec-
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