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Stochastic Gradient Descent



Naiad
→ Timely dataflow

→ Other Projects



Aim
→ Significance?



How?

merge gradients to 
determine gradient 
for a subset of 
examples (using 
all_reduce step)

compute gradient, 
for given value of 
theta on different 
clusters

determine 
new value 
for theta

Initial 
Examples

converged

!converged



What’s Left
→ Generalisation

→ Testing

→ WriteUp


